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Diagonalisation Gradient Descent

Idealised Programming Language: Keep track of branching behaviour (for definition of smoothing)

Mi=x|r|M+M|M-M|#M < Othen Melse M| A\y. M| MM and reparametrisations (for convergence proof). Suppose for each k € N, f, : R™ x R" — R is differentiable. We
define a diagonal stochastic gradient descent (DSGD) sequence:

Problem Statement Type system enforces two restrictions:
i i 1.1n each branch, each z; occurs at most once and its Oki1 = Ok — 1V T 1(Ok, Zi11) (DSGD)
scontinuous S :
: s transformation is affine where z,. 1 ~ N(0,1).
argming Ez o) [[M] (0, 2)] - | !
2. guards of conditionals do not contain parameters 6 or
(untransformed) z B _
where M is a term of type R and has free variables @ and z of type '?‘_S?Rumm: %g ;%(1 I{ /e? and that the fx converge (pointwise) to
R, and N (0,1) is the multivariate standard normal distribution. Example: The running example can be rephrased as N = | '
(\y.—0.5-y2 + (ify < OthenOelse 1) + 0.5 - (y — 6)?) (\z.z + 0) 2) Ok(0) = E[1k(0,2) 9(0) = E[f(6.2)]
Find Stathnary pOInl‘S affine reparametrisation

L - e Abstract Convergence
Example: maximisation of ELBO where the variation distribution is

represented as a parameterised transformation of a noise distribution Symbolic Operational Semantics [MOPW21] Suppose the g and g are well-defined and differentiable.
| o Suppose there exist{0; | i e N} CO CR™ L>0ande > 0s.t.
Ex-ato) [08(P(60(2)) — log Gu(60(2)) Myvvy o Poynomials 1 ordlike Nand 0 ¢ @,
N gbv affine 1. Vogk(0) = E;[Vefk(0,Z)] (unbiased)
polynomials after simplification | 2. [9k1(0) — gk(0)] < kK 17¢- L (uniform convergence)
iff for 6,z SUCh that for ¢ € V., ¢)(¢e(2)) < 0, and for ¢) € V-, 3.||Vgk(6) — Vg(8)||? < k- L (gradient uniform convergence)
V(¢e(2)) = 0, it holds [M] (0,2) = [V] (0, 2). 4.T,[||Vef(8,2)|7] < L (“variance” bounded)
Reparametrisation Gradient is Biased [LYY18] 5.[[Hgw(0)|| <L (Hessian bounded)
int; < 2] =
Consider Sound and complete view of branching behaviour Then infjen | V9(6))[%] = O,
=_05-(z+6)°+ (ifz+6 < 0thenOelse1) + 0.5 - 22 . .
Th (Z 0y + itz B D+0s Example: N uiﬁfw —05-y°+0+0.5-(y —0)° Instantiate f, with [M]
<l DAy} 2 2
ﬂ NIV ,—=05-y=+1+05-(y—0)
VoEzon0.1)[[M](8,2)] = =0 + N (-6 ] 0,1) et Diagonalisation Gradient Descent for Programs
# —0=E, n01) Ve IM] (0,2)]
- | | | | - Smoothed Semantics Let M be a term of type R with free variables 6 and z of type R.
Vanishing gradient estimator does not imply stationarity. B O 1= Ok — k1Y Ml 1 (Ok. 2k 1) (DSGD’)
For accuracy coefficient k € N, where 2 N(0.1)
kK+1 ™ y 1)
Contribution: Provable convergence to stationary points (and Ml (0.2) = »  [V1(0,2) || ok(—v(06(2))- || ox(v(c6(2))) @ = {6; | i € N} is bounded then the conditions for convergence
unbiased gradient estimators) for typable programs My ==y IS eV, are satisfied.

Approach: First smoothen function using sigmoid with accuracy

coefficient k; then optimise expectation, enhancing accuracy in each Adapt (backward mode) automatic differentiation Use (DSGD’) to find stationary points of the

step. , optimisation problem.
5 , to compute smoothing
—05-(z+0)*+0ok(z+0)+05-z
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