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## Inference

- MCMC
- HMC
- Variational Inference
$\rightarrow$ exploit gradients
[Yang, FSCD 2019]
"Can a probabilistic program denote a distribution with a density that is not differentiable at some non-measure-zero set?"
[Yang, FSCD 2019]
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## Contributions

## Main Result

The value- and weight-functions are

1. the program terminates almost surely (probability non-
2. the primitive operations are well-behaved.

■ special case: purely deterministic programs

- proof technique: symbolic execution

This talk:

- focus on weight-function
- conditions on primitive operations
- symbolic execution and differentiability


## Part I: <br> Operational Semantics

Recap

Probabilistic Program:

## Probabilistic Program:

deterministic function from random samples to value (or failure) and unnormalised density (or weight)
[Kozen 1979, Borgström et al. 2016, ...]
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## Operational Semantics

Configuration: $\langle\uparrow M, \underbrace{w, \mathbf{s}\rangle}_{\text {term }}$ accumulated weight $\quad$ trace of samples
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## Operational Semantics

Configuration: $\langle\underset{\text { term }}{\text { accumulated weight }}, \underset{\text { trace of samples }}{w, \mathbf{s}\rangle}$

$$
\begin{gathered}
\quad \rightarrow\langle\underline{0}, 0,[0.1]\rangle \\
\text { weight }([0.1])=0
\end{gathered}
$$
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$$
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## 2. Conditionals

$$
\begin{gathered}
\text { let } x=\text { sample } \\
\text { in if } g(f(x))<0 \text { then } \\
\text { score }(0) \\
\text { else } \\
\text { score }(1)
\end{gathered}
$$

Assumption 2: $\partial f^{-1}(-\infty, 0)$ has measure 0 for primitives $f$.
Assumption 3: Primitives are closed under composition.
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## 3. Recursion

$$
\begin{array}{ll}
\text { let rec enumQ } y=\ldots & \text { return } 1 \text { if } y \text { is rational, } \\
\text { let } x=\text { sample } & \text { diverge otherwise } \\
\text { in } \operatorname{score}(\operatorname{enumQ}(x)) &
\end{array}
$$

$$
\text { weight }([s])= \begin{cases}1 & \text { if } s \in \mathbb{Q} \\ 0 & \text { otherwise }\end{cases}
$$

## 3. Recursion



## Part III: <br> Symbolic Execution

if sample $<\underline{0.5}$ then score $(\underline{0})$ else score $(\underline{1})$
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$$
\text { weight }([0.1])=0
$$

if sample $<\underline{0.5}$ then score( $\underline{0}$ ) else score(1)

$$
\begin{aligned}
\text { weight }([0.1]) & =0 \\
\text { weight }([0.11]) & =? ? ?
\end{aligned}
$$

## Examine weight for all samples consistent with a branch at once.
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\rightarrow\langle\text { if } \underline{0.1}<\underline{0.5} \text { then score(ㅇ) else score( } \underline{1}), 1,[0.1]\rangle
$$

$$
\begin{gathered}
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$$
\rightarrow\langle\underline{0}, 0,[0.1]\rangle
$$

$$
\Rightarrow\langle\underline{0}, 0,(0,0.5)\rangle
$$
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- sampling variables $\alpha_{1}, \ldots, \alpha_{n}$
- (delayed operations)
- $U \subseteq(0,1)^{n}$
- $w: U \rightarrow \mathbb{R}_{\geq 0}$


## Define Symbolic Execution to Closely Mirror Operational Semantics

Now, we introduce the following

$$
\begin{aligned}
& \left.\|\left(\lambda_{y}, \mathcal{M}\right) \mathcal{V}, w, U\right\rangle \Rightarrow\langle\mathcal{M}[\mathcal{V} / y], w, U\rangle \\
& \left.\left.\mathcal{V}_{1}, \ldots, \mathcal{V}_{\ell}\right), w, U\right\rangle \Rightarrow \| \Gamma
\end{aligned}
$$

$$
\begin{aligned}
\left.\left.\| \underline{f}\left(\mathcal{V}_{1}, \ldots, \mathcal{V}_{\ell}\right), w, U\right\rangle\right\rangle & \Rightarrow\langle\langle\mathcal{M}[\mathcal{V} / y], w, U\rangle\rangle
\end{aligned}
$$

$$
\begin{aligned}
&\left.\| \underline{f}\left(\mathcal{V}_{1}, \ldots, \mathcal{V}_{\ell}\right), w, U\right\rangle \Rightarrow\langle\langle\mathcal{M}[\mathcal{V} / y], w, U\rangle \\
& \quad\left\langle Y\left(\lambda_{1}, w\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
\| Y(\lambda y \cdot \mathcal{M}), w, U\rangle & \Rightarrow \|\left\langle[f]\left(\mathcal{V}_{1}, \ldots, \mathcal{V}_{\ell}\right), w, \operatorname{dom}\| \| f\left(\mathcal{V}_{1},\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
\langle i f(\mathcal{V} \leq 0, \mathcal{M}, \mathcal{N}), w, U\rangle & \Rightarrow\left\langle\mathcal{M}, w,\|\mathcal{V}\|^{-1}(-\infty, w] \cap \| \mathcal{V}, w\right\rangle \\
& \| \text { sample, } w, \tau \|
\end{aligned}
$$

$$
\begin{aligned}
& \text { In the rule for sample, } U^{\prime}:=\left\{\left(\boldsymbol{r}, \boldsymbol{s}+\left[s^{\prime}\right]\right) \quad\left(U \subseteq \mathbb{R}^{m} \times S_{n}\right)\right. \\
& \left.\left.\left[s^{\prime}\right]\right):=w(\boldsymbol{r}, \boldsymbol{s}) ; \text { in the } \|^{-1}[0, \infty) \cap U\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left[s^{\prime}\right]\right):=w(\boldsymbol{r}, \boldsymbol{s}) \text {; in the } U^{\prime}:=\left\{\left(\boldsymbol{r}, \boldsymbol{s} H\left[s^{\prime}\right]\right) \mid(\boldsymbol{r}, \boldsymbol{s})\right. \\
& \text { The rule } f_{\text {er }} \text { aro }
\end{aligned}
$$
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## Future directions:

- applications in inference algorithms
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